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What is “Local Area Network” 2

i’r ~
N S
=)

WI)(IEVI‘PEVDIA Def:

“.A local area network (LAN) is a computer
network that interconnects computers within a
limited area such as a home, school, computer

laboratory, or office building using network
media..”

Source: http://en.wikipedia.org/wiki/Local_area_network
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. LAN beginnings
. LAN fundamental techniques
. Catalyst hardware solutions

. LAN - more than data network !
. Data Centers
. Application Centric Infrastructure Concept



1. LAN beginnings




What these items have in common ?

10101010101010101010101010101010101010101010101010101010

7 Bytes

Elements of very first

ethernet networks |

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



anoeginningt

= Shared media -> CSMA/CD as access algorithm

= COAX Cables

Half duplex communication

One collision domain and also one broadcast domain

MNetwork
interface

10Base?2 (thin eth)— segment 185m/30 nodes
10Base5 (thick eth)— segment 500m /100 nodes

BNC
terminator

BNC

: “—— BNC-T connector
terminator

Thinnet bus

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 7



‘Multiport rept‘eat;ef's;('H UB) . =

Demand for structured cabling (voice-grade twisted-pair)
10BaseT (Cat3, Cat4, ...)

Multiport repeater ("Hub") created

Still one collision domain ("CSMA/CD in a box")

= Active element allows to extend the
network distance

Backbone segment 1

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



Large collision domain
Large broadcast domain
High latency

Difficult to troubleshoot

© 2014 Cisco an

(HUB) Nonhierarchical Network Devices

ei Internet

WAN
To Branch Offices

4444 ;gga 949 gy

Manufacturing Marketing Executives Administration and IT
Er T EEE A EE R P e
Accounting Engineering Sales Human Resources

d/or its affiliates. All rights reserved. Cisco Public



‘Bridges '

= Store and forwarding according to destination MAC address

= Separated collision domains
= Improved network performance
= Still one broadcast domain

Major functions:

= Learning of MAC addresses
= Forwarding/filtering frames
= Forwarding Broadcasts

© 2014 Cisco and/or its affiliates. All rights reserved.

Station A

Seg_jment A

Segment B

L

Station B

Cisco Public 10



Swit(_:’he_s";'

= Switch = Multiport Bridges with HW acceleration

= Full duplex -> Collision-free Ethernet -> No CSMA/CD necessary anymore
= Different data rates at the same time supported

= Autonegotiation

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 11



2. LAN fundamental
techniques




Challenges when multiple L2 switches used

* Large broadcast domains

- Large amount of
unknown MAC unicast
traffic

« Unbounded multicast
traffic

« Management and
support challenges

« Possible security
vulnerabilities

Internet

WAN
To Branch Offices

Jasy Juuy Jusy Jud4

Manufacturing Marketing Executives Administration and IT

JHu Jous ey Jeus

Accounting Engineering Sales Human Resources

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 13



= Users are grouped into VLANSs independent of physical location.

= |f users are moved within the campus, their VLAN membership remains the
same.

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 14



The VTP Protosel .

= Advertises VLAN configuration information

= Maintains VLAN configuration consistency throughout a common administrative
domain

= Sends advertisements on trunk ports only

VTP Domain “BCMSN”
3. VTP synchronizes latest VLAN information.

/2'. VTP propagates data.

1. User adds a VLAN.

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 15



Server (default mode)

« Creates, modifies, and deletes VLANs
* Sends and forwards advertisements

« Synchronizes VLAN configurations

« Saves configuration in NVRAM

VTP Modes

Server

Client Client Transparent
Cannot create, change,
or delete VLANSs Transparent
Forwards advertisements + Creates, modifies, and deletes local VLANSs
Synchronizes VLAN + Forwards advertisements
configurations - Does not synchronize VLAN configurations
Does not save in « Saves configuration in NVRAM

NVRAM

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 16



Layer 2 SWItC hlng | A

Issues

* No traffic between VLANS

- Servers not centrally located a WAN

« L3 point needed

Internet

010G_502

Y33 9333 SIS 9934
Manufacturing and Marketing and Executives and Administration, IT,
Accounting Engineering Sales and Human Resource

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 17



Layer 3 Routing.
« Single broadcast domain per

interface

 ACLs can be applied between
segments

Issues
« High per-port cost
« Layer 3 processing required

Internet

WAN

0G_503

Y4 JYYY
Executives and Administration, IT,
Sales and Human Resource

J454
Manufacturing
and Accounting

IIS3 9II

Engineering Marketing

« High latency over Layer 2 switching

© 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public 18



» Hierarchél' LANDeSIgn

A core layer of high-end devices
that are optimized for availability
and performance (L3)

A distribution layer of routers and
switches that implement policies
(Trunk aggregation/L3).

An access layer that connects
users via lower-end switches
(Usually L2 features only)

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 19



Avoiding S ing| eip"d lnt 0 f"f'ai<l'u}"'ref$'.;., .

* Redundancy on each layer

« Redundancy of all key functions — Core FHRP
devices / distribution devices

* Redundancy of physical links
Redundancy of first hop

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 20



What Is a Bridge Loop?

= Bridge loops can occur any time there is a redundant path or loop in the bridge

network.
Station A Station A
J g
~
Segment A (

m

Segment A
1/2

Reference Point
| Segment B

u Segment B

~/

/
Station B \’

S B
= Bridge loops can be prevented by disabling tr%a(telopeounoant patn.

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



 802.ADSTP:

— Configured root switch
— Redundant switch links
— Optimal path selection

010G_520

Forwarding
Bytes | Field
Protocol ID Port
Version
Message Type
Flags

8 RootlD
Cost of Path When first booted,
~ 8 BridgeldD root ID = bridge ID.
Port ID

Message Age
Maximum Age Time

Hellotime N

Forward Delay g
S
/

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 22



‘Enhanc e’fh e:h tsto STP : .

— PortFast

— Per VLAN Spanning Tree+ (PVST+)

— Rapid Spanning Tree Protocol (RSTP)

— Multiple Spanning Tree Protocol (MSTP)
— Per VLAN Rapid Spanning Tree (PVRST)

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 23



RSTP Proposal and Agreement Process

« Root and switch A synchronize.

4— New Link

PO: Designated port
P1: New root port
P2: Alternative port
P3: Designated port
P4: Edge port

© 2014 Cisco and/or its affiliates. All rights reserved.

* Ports on A come out of sync.

> * Proposal or agreement takes
s pgrooment, 41 [ proposa place between A and B.

P1: Root port

P3: Designated port
P5: New root for B
P6: Edge ports

2. Sync
(Unchanged) 2. Sync
2. Sync (Unchanged)

(Block)

Cisco Public 24



RSTP Port Roles

Root Ports

Designated Ports

Alternative Port Backup Port

310P_156

1
N &/

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 25



Multiple Spanning Tree ProtOCO| .

Root Instance 1 Root Instance 2

310P_163

Instance 1

Instance 1 maps to VLANs 1-500
Instance 2 maps to VLANs 501-1000

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 26



7 EtherCh 'én nel .

— Logical aggregation of similar links
— Load balances

— Viewed as one logical port

— Redundancy

“PAgP
: . 'S
— Cisco proprietary

= ACP
— |[EEE 802.3ad standard

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public

Non-Cisco|
Switch

LACP
Only

27



‘First Hop re;d u ndan_cy ’ .

= Concept of virtual router

>

/ Virtual Router ~ :
/ Virtual Router
Forwarding Standby Link
Router Router -In
Failure
Campus Campus
Backbone Backbone
g\

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public

Forwarding

Router

310P_009



‘How the FHR is achleved ’?

| need to get
to 172.16.3.127.

Router B
Priority 100
172.16.10.169
0010.0b79.5800

Use MAC address
0000.0c07.ac01.

Router A
Priority 200
172.16.10.82
0010.f6b3.d000

172.16.10.110
0000.0c07.ac01

Campus

Backbone File Server A
172.16.3.127

The active router responds to ARP requests with the MAC address of the
virtual router.

310P_032

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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HSRP Load balancing

Trunk Link Carrying Trunk Link Carrying
Both VLAN10 and —p <4— Both VLAN10 and
VLAN20 Traffic VLANZ20 Traffic

172.16.10.110 172.16.20.120
Virtual Router Virtual Router

Active Router for VLAN10 for VLAN10 for VLAN20  Active Router for VLAN20
Standby Router for VLAN20 Standby Router for VLAN10

— To load balance routers and links:

= Per VLAN, configure the HSRP active router and the spanning tree
root to be the same multilayer switch.

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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GLBP Operations

— GLBP group members elect one AVG.
— AVG assigns a virtual MAC address to each member of the group.

— AVG replies to the ARP requests from clients with different virtual MAC addresses,
thus achieving load balancing.

— Each router becomes an AVF for frames that are addressed to that virtual MAC
address.

@

AVG/AVE AVF
Router A
AVG1 Router B glbp 1ip 10.88.1.10 & glbp 1ip 10.88.1.10
AVF 1.1 AVF 2.1 vMAC 0000.0000.0001 I vMAC 0000.0000.0002
Virtual IP Address 10.21.8.10 Virtual MAC 0007.b400.0102 ; .2
Virtual MAC 0007.b400.0101 10.88.1.0/24
| AVG = active virtual gateway
L AVF = active virtual forwarder 4 5
4 v} A1 |
. 7 ~ ~
Client 1 Client 2 4 4
Default Gateway: Virtual IP Address 10.21.8.10 Virtual IP Address 10.21.8.10 ARPs for 10.88.1.10 ARPs for 10.88.1.10
Gateway MAC: Virtual MAC 0007.b400.0101 Virtual MAC 0007.b400.0102 Gets MAC 0000.0000.0001 Gets MAC 0000.0000.0002

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 31



In case of failure

@

AVG/AVF vIP AVF
10.88.1.10
glbp 1 ip 10.88.1.10 glbp 1 ip 10.88.1.10
vMAC 0000.0000.0001 vMAC 0000.0000.0002
A .2
10.88.1.0/24
o s
0 | g |
S b
ARPs for 10.88.1.10 ARPs for 10.88.1.10 g

Gets MAC 0000.0000.0001

Gets MAC 0000.0000.0002

© 2014 Cisco and/or its affiliates. All rights reserved.

®

@

AVG viP AVF
10.88.1.10
glbp 1ip 10.88.1.10 glbp 1ip 10.88.1.10
vMAC 0000.0000.0002
1 vMAC 0000.0000.0001
10.88.1.0/24
o s

A o |

5 > 4
ARPs for 10.88.1.10 ARPs for 10.88.1.10
Gets MAC 0000.0000.0001 Gets MAC 0000.0000.0002

Cisco Public 32



3. Catalyst hardware
solutions




Lan Device evolution

Cisco FastHub 400 series switch Catalyst 2900 Series XL
with 12 ports and 10/100 Layer2 only - supports port-based Virtual LANS
Ethernet capability, WS-C412 (VLANS) up to 64

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 34



Lan Device evolutioncd

WS-C4003 Catalyst 4000

Modular architecture Cisco Catalyst 6513 Switch

provides nonblocking Layer 2 The richest feature orientated platform with
switching, basic Layer 3 routing, variety of service modules (FW, wireless,
comprehensive Layer 3-4 security, and load balancers) + Sup2T

QoS at up to 64 Gbps and 48 Mpps

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 35




What is so special about the switch 2 - o

« Switch is expected to “switch” packets with wire speed without introducing delay
» Ideal switch have no oversubscription
« Switch is expected to deliver additional features — QOS/ACL/PBR/etc

i

Question: What kind of

¥ _~ chip is this ? ey el |

Multi-Layer Switching (MLS) has become a highly desired method of accelerating routing
performance through the use of dedicated Application Specific Integrated Circuits
(ASICs).

Traditional routing is done through a central CPU and software.

MLS offloads a significant portion of routing (packet rewrite) to hardware, and thus has also
been termed switching. MLS and Layer 3 switching are equivalent terms.

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 36



Different approach to ideal switch

Switch on ASIC — Applied in 2k/3k Catalyst family

Switch Fabric Stack
PHY

Port ASIC Port ASIC Port ASIC
P44 b 448 b4 Pa—
By oy G =L Modular PHY —er .
Serial
ARA RRE e

24X1G POE

Stack Phy

nd/or its affiliates. All rights reserved. Cisco Public 37



Different approach to ideal switch
Centralized architecture — Applied in Catalyst 4500 Catalyst family

E-Series Line Card Supervisor6-E

Jp— — -

L2
Lookup

L3
Lookup

Input
ACL/QOS

Output
ACL/QOS

E uiNsEEw CPU
M Bridge - S

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 38



Centralized Architecture

CPU / SDRAM
-
Forwarding Engine

Packet Processing Engine

Line Card | Line Card { Line Card | Line Card § Line Card

© 2014 Cisco and/or its affiliates. All rights reserved.

= Shared memory switch
Passive Backplane

= All forwarding, queuing, security is
implemented on the Supervisor

= The individual line cards are considered
to be ‘transparent’ and contain “stub”
ASICs and the PHYs

Supenvizor Engine 7-E R £ <

Optimized for Large Campus
848Gbps Switching Capacity
4 x SFP+/SFP uplinks

384 10/100/1000 Ports

100 10G SFP+

CISLU Uiy 39



Different approach to ideal switch

Distributed architecture — Catalyst 6500 Family Distributed
Forwarding
Card

(DFC)

Line card with
access ports

Supervisor

X
© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 40



| 6500.'forv&[.ar,ld ing,'-' '

Port Port
ASIC ASIZ MC'ZF7|2°B
Supervisor Engine 2T V::'Dlll:g4
DGbp Fabric Interface’
PFC4 Replication
ab Engine
I~
Ry
)
: o
. CEF720
P Module A
o Layeray W/DFC4
) Enhgine .
0 e DFC4 J

© 2014 Cisco and/or its affiliates. All rights reserved.
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Eliminating single point of failures — HW solutions

« All physical devices seen as one
« Single configuration

« Single management ip

* No need for STP/FHRP

Catalyst 2k/3k

Up to 10m connection

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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- vSScatalystak/k - o

Virtual Switch
Virtual Switching System (VSS)

Virtual Switch Domain

i i
3 I
: . VS8 —Single
Switch1 + Switch2 Logical Switch

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 43



Virtual Switching System
= Benefits Summary

————————

802.3ad
or
PagP

L=——
. E—
Access Switch or Server Access Switch or Access Switch or Server
ToR or Blades ToR or Blades Server ToR or Blades

A V Vid O U J U U \ JUNMN U

reliance on STP, eliminate FHRP etc

links due to Spanning Tree

Graceful Recover



End-to-End VSS Design Option
= i, i,

=

No need for
spanning tree

No need for
FHRP

Full bandwidth
utilization using
MEC

STP-Based Fully Redundant
Redundant Topology Virtual Switch Topology

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 45



VSS Enabled Campus De5|gn

VSS SW|tchover Convergence

VSS ACTIVE to HOT_STANDBY switchover convergence

(Unicast)

12

10

8 4

@ Max
B Min

6 4
o
©
41 o
S
Z
(7]
2 1 o
.
o
O
I [ s
b-second o

Vss HSRP Su HSRP Default
Timers
|m vax 044 09 10
[m vin 0.15 0.75 9

© 2014 Cisco and/or its affiliates. All rights reserved.

Active

Cisco Public

: Hot_Standby

46



Traditional L2 or L3 Campus

© 2014 Cisco and/or its affiliates. All rights reserved.

94 Total Devices for Image and
Configuration Management

168 Access Trunks/Port-Channels
4032 User Ports

Considerations:

STP Loop Prevention
FHRP Tuning
CAM/ARP Tuning

PIM Tuning/DR priority
Routing Protocol Tuning

94 Separate Configurations of
SNMP, NTP, TACACS, Banner,
vty, VLAN DB, Mgmt IP/GW,

Ul|dlng 4 Hostname

Cisco Public
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29 Total Devices for Image and
Configuration Management

48 Access Trunks/Port-Channels
4032 User Ports

Considerations:

29 Separate Configurations of
SNMP, NTP, TACACS, Banner,
vty, VLAN DB, Mgmt IP/GW,

Building 1 Building 2 BUIIdlng 3 Bundmg 4 Hostname

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 48



~Single Loglcal Entlty, Slngle Pomt of I\/Ianagement and

Control — Instant access

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 49



CatalystinstantAccess . e %

5 Total Devices for Image and
Core Configuration Management

Automated Trunk Configuration
4032 User Ports

Considerations:

5 Separate Configurations of
SNMP, NTP, TACACS, Banner,
vty, VLAN DB, Mgmt IP/GW,
Hostname

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 50



Cisco Catalyst Instant Access
Components

- -

e | X6904 -16x10G

X6904 -16x10G | o

Supervisor 2T Supervisor 2T

|A Parent

o FEX-Fabric

IA Client

© 2014 CisT orits aates. All rights reserved. Cisco Public




Cisco _Ca_télyst .I nSt'ant Acc ess .

Instant Access
Client /7
’

Standalone _Instant Access
==\ == f 3
N1 v N1 i 1
<mm S <mm S 1
21 LACh 21y i !
or PAGP | SDP :
LACP or I SRP :
PAGP oo, Lot PAGP : Scp 1
£ A U i i A N i

A S ) . 1 . o . o

=g " : P I e P ]
Access Switch Access Switch Access Switch  Access Switch I isiEniaeEess ]
\ Y

Client

& Access Block

Catalyst 6500 features at Access

Consistent Features and Agile Infrastructure across Access layer




" Catalyst Instant Access =~
Packet Walk (Host 1 to Hest 2). .~ .-

lA=MAC1, DA=MAC2+ Payload
VNTAG
SVIF = 0, DVIF = VIF,

SA=MAC1, DA=MAC2+ Payload

: VNTAG
& SVIF = 0, DVIF = VIF,

SA=MAC1, DA=MAC2+ Payload

SA=MAC1, DA=MAC2+ Payload

VNTAG
SVIF = VIF, DVIF=0

SA=MAC1, DA=MAC2+ Payload

VNTAG
SVIF = VIF, DVIF =0

SA=MAC1, DA=MAC2+ Payload

SA=MAC1, DA=MAC2+ Payload SA=MAC1, DA=MAC2+ Payload

© 2014 Cisco and/or its affiliates. All rights reserved. VNTAG: Virtual NIC Tag 53



- Catalyst Instant Access (Phase 1) - - ( (L
Stacking Scenario’s i Ui aie e SR ===
Stack of 3 (Phase 1) Max FEX-ID 12

12 Nodes of 48 ports each =576 ports

i i i i i i i i i i

FEX 101 FEX 102 FEX 103 FEX 104 FEX 105 FEX106 FEX 107 FEX 108 FEX 109 FEX 110 FEX 111 FEX 112

10 Nodes of 96 ports each +
1 Node of 48 port = 1008

________

E==T Ee=T fe=T i e Fe=s Fe= Fems T = B
el el e S e P e P e P e P e P e P

FEX101 FEX102 FEX103 FEX104 FEX105 FEX106 FEX107 FEX108 FEX109 FEX110 FEX111

© 2014 Cisco and/or Its affiliates. All rights reserved. Cisco Public 54



Catalyst Instant Access i |
Fabric Link Connectivity Scenarlos — Dual Homed to VSS Palr '

Recommended Design

Dual Homed to Dual Homed across Up to 6 uplinks(60G)

VSS Pair Stack Members MEC across Client to
Parent

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 55



4. LAN - more than data
network !




Cisco Enterprise Network Vision

Corinecting rfJfJJ_)

@1SceIONE Enterprise Archltecture

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



Modern LAN Netwo rk o 5

LAN network connects

- PC/Laptops/Server/Printers (Data type traffic)
- Unified communication (Phones/gateway)

- Video conferencing systems (Video stations)

- Physical security devices (Buildings control
access, sensors )

- Wireless devices (access points)
- efc ..

.. can also power up devices — Power over Ethernet ! (POE)

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



* Why POE in the Access Layer

= Ease of deployment UPS ovall
— Using a single cable for data and power Backup .

Centralized Power Management
— EnergyWise, Energy Efficient Ethernet

High availability

— Centralized power backup, continuous operations

— Power supply redundancy is built into most network architectures
— Backup UPS power is used in most enterprise campus

Minimize TCO

b= = Power efficienc

Bulk power supply is more efficient that cheaper power bricks

Cheap and inefficient

“% , \ power bricks Bulk power supply efficiency curve is optimized for avg. utilization

Bulk power supply is less expensive compared to individual power brick per end
device

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 59




“Evolvi ng Layer 1 Services e

= Endpoint power requirements are increasing

= Green Initiatives

= Need for Granular power negotiation ‘and’ increased power
15.4 Watts are enough But a number of devices today

for most PD devices today . . require more power!
= A Ly
AP-1200 IP Phone A§o£ 1%50 IP Phone IP Video Phone
802.11b/g 6.2W  7970G 10.25 - 20'Wn 9971 28.8W with touch screen
W .

Range of IEEE 802.3af Power Range of IEEE 802.3at Power

Class0/3 Thin Clients Q\
15.4 Watts =

Cisco Public 60
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Power Over Ethernet

= |EEE 802.3at ratified Sep.2009

= Specifications
—Cable Guidelines: Catbe or beyond
—Current level: 600mA assuming cable 50°C or lower
—Voltage: PSE from 50V to 57V
—2-pair medium power output: PSE 30W output
—Maximum power input: PD is 25.5W input
—Supported Modes: Mode A (data-pairs) or Mode B (spare-pairs)

A -
——
——————

— Not used

Source: http://www.ieee802.org/3/at/ \ fOr POE

< Jlig 61



http://www.ieee802.org/3/at/

~introducing Universal PoE (UPOE)

30W

= Does not violate any safety specifications from cabling standards
= As simple as two independent POE+ connections

= Specifications
Cable Guidelines: Cat5e or beyond
Current level: 600mA assuming cable 50° C or lower
Voltage: PSE from 50V to 57V
2-pair medium power output: PSE 30W output
Maximum power input: PD is 51W input

Mode: Combines Mode A (data-pairs) and Mode B (spare-pairs)

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 62



Energy Usage

Total Energy Consumption Enterprise Buildings IT Equipment

. . Communications
Tieragoraio Buildings Lighting Equipment AR 6.1% Handheld
) PCs, Laptops,

Wired

Telecommunications amgw
11.1% )
Other 6% Servers

16.2%
. Heating, Cooling,
Mlawéfg%umm and Ventilation Enterprise and SMB Printers
58% Communications 14.5%

13.3%

Sources:

- BOMA 2006, EIA 2006, and AlA 2006

- UK Energy Efficiency Best Practices Program; Energy Consumption Guide 19: Energy Use in

Offices »

- Gartner Dataquest, Forecast of IT Hardware Energy Consumption, Worldwide, 2005-2012 Ci sco ( ‘ W'



- Use Case fb'r 'UPOE' - e

» Clients consume lower power. Thin clients consume less then thick clients
= Amendable to Power Management

4 Wyse Y cisco \( Cisco N\ Integrated\ [Repurposed\
ThinClient || Standalone Integrated Display PC
ﬂ { i
\ AN - J

80W 90W

64



.. Unifies Device Energy -

Cisco EnergyW|se Arc hltecture i | e

MANAGEMENT APPLICATIONS

' Energy Management { Network Management | Building Management |
Applications Applications Systems

EnergyWise Management API

Catalyst Switching Network

EnergyWise SDK / APIs POE / POE+ / UPOE Building Protocols

IT DEVICES BUILDING FACILITIES

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 65



Tenant Services

and Technologies
IP-Based

1040 404d¢
10 46010

© 2014 Cisco and/or its affiliates. All rights reserveds

Cisco Public

Buildig Services
and Technologies

Non-IP
Lighting
Elevators l
4/7 Monitoring
VAC Sensors
Fire
0 Surveillance

Access

Energy

66



Problem: The Electric Load Curve

Megawatts

Sooan
43000
43000
47000
FE000
5000
43000
43000
42000
41000
F00an
Faoan
I5000
S7000
Ie000
35000
F4000
FI000
F2o0n
S100n0
I00an
29000
25000
27000
ZE000
25000
24000

Available Generation

L.oad Demand

= Passive strategies

reduce the curve

= Active strategies

. shape the curve

= Networked systems

| will drive efficiency

~
.,
P4
fj
P
i
&
¢
7 Danger Zone
_"_kk /J
. il
B L=
[, S N

California Heat Wave 7/6/07

L] 01 nz

Hour Beginning

Dag Ahead Darand Forscas + sriiRevized Derand Foracas + = Actual Derand

=== Auvailable Resources Forecast

© 2014 Cisco and/or its affiliates. All rights reserved.
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Seemg the Impact Carbon and $ Savmgs

WWW.CISCO. com/go/energyW|se

atloenlns
cisco Cisco Green Business Value Calculator

DATA

vour prome. |ESRGE T — [

-~ Energy Savings

Your industry or vertical market | Select One =~ "' 10% - 10X -
Watts 8% S o
| select One = | = ox-
- ax dx
o3 IJ
= I . = . I
o= Yeari 2 3 Year1 2

GhG Emission Reduction
10X

[=s
co= ax 82%
tons ex of goal
0= ax
e .

Year 1 2 3

Trees Saved Mid-Sized Cars Removed
0= X 100.000 X 10,000

— —

o= B 7 @ Y = =

Further Case Studies

* District leverages Cisco Energywise to decrease energy costs, reinvests savings
» Council Rock Schools in Pennsylvania Save $8.8M on Energy
http://www.cisco.com/en/US/products/ps10195/prod_case_studies_list.html

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 68
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5. Data centers




Data center evolution

I'T Relevance and Control

Data Center 1.0 “ Data Center 2.0 | Data Center 3.0

Centralized

Consolidate

2.0 Based

.

Automate
s

Y
W

Decentralized

Application Architecture Evolutior’
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Main principles
Consolidate

3ida 1Y

Reduced complexity,
less to manage

Lower OPEX

Regain control of
IT resources

Virtualize

I-QOO/ 10lo0z5
727}07”’5 Wz

7 ok

-y 7 [
VeI
Higher resource
utilization
Lower CAPEX

Decouples logical
from physical
resources

Automate

Dynamically
allocate resources

Simplified policy-
based provisioning

Increase IT
productivity

The Network is the Platform

© 2014 Cisco and/or its affiliates. All rights reserved.
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New Cisco portfolio

= Complete data center class switching portfolio
= Consistent data center operating system across all platforms

= Infrastructure scalability, transport flexibility and operational
manageability
Nexus 7010  Néxus 7018

Nexus 1000V
Virtual Switch

Nexus 2000 Nexus 4000

~ Fabric
{ Extender
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‘New operat |ngsystemsN XOS i

Zero downtime during software upgrade

In-Servi

Hitless S Provide zero traffic loss during CPU failover

"

Modular Componentizing of software processes
Pre-emp Continuous operations under high CPU

Fast Faul Leverage BFD, UDLD for failure detection

1

GOLD Infr Diagnostic Testing for HW Fault Detection

:

vPC, Fabri

H

Active-Active Uplinks



Layer 3 Protocols
Layer 3 Protocols

VDC - Virtual Device Context

Flexible separation/distribution of hardware resources and software components
Complete data plane and control plane separation

Complete software fault isolation

Securely delineated administrative contexts

Forwarding engine scalability with appropriate interface allocation

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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The comm eré.i alasp 'eCt';ﬂo'f VDCS i '. 

ESESEE . Contract

Data Center
Core / Agg

Internet
RT-Table

+ Service

Lowering

+ Service
Contract
+ Service
Contract
One Device,
+ Service 1 X phys. Space
Contract with 4 or up to 8 (SUP-2E)

VDCs one service contract
per Chassis

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Administrative Gap

o wit

- a— a—
] —f ]
[ g P
| | b
| |

[\ No Network Visibility or
] Control!
Server Admin must handle ‘ \

network configuration

The rest of the network... Netw-'l.:;rk

Admin
No Policy and VLAN
control!
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Nexus1000v Filling itin

Host Host Host Host

Vo W W

([ —

L PV
/

- 7

Server Admin freed from
networking configuration

|
A

N

Server /|
Admin /1
.-"; /
/|
/|
Clear Configuration !f
= /
Boundaries __ YA
Transparent Monitoring ) #
Boundaries /
/
/
/ i Network
' —  Admin
Distributed Switch managed by
Network Admin
Cisco Public 77
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Sas

Cisco Nexu s 1000V OverV| ew

Network ’
Admin

Modular Switch

Linecard-1

Linecard-2

-——)
' Hypervisor Hypervisor Hypervisor
VSM: Virtual Supervisor Module Server ] — ]
VEWE: Virtual Ethernet Module Admin =1 (=] =1
L] L] L]
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Network Services
-------------

visibility [

Management CLI sysloa, v,




6. Application Centric
Infrastructure Concept




.' '-Current Industry Approaches and Challenges

A New Model is Required’

TRADITIONAL
NETWORK MODEL

Network of Boxes

» Existing Infrastructure Model
» Existing Application Model

1st Generation
SDN Overlay MODEL

Software Based Network
Virtualization

Lack of transparency and
visibility

Expensive Per VM Price Tax
Per Hypervisor Overhead
Multiple Management Points

Many x86 Appliances for LAN
Emulation

© 2014 Cisco and/or its affiliates. All rights reserved.

Application Centric

[ App -
- ‘- E Centric '- ‘-

Centralized Automation, Security,
and Application Profiles

Simplification

Complete Automation &
Programmability

Software Agility with Visibility &
Performance of Hardware

Bypass 1st Generation SDN limitations
to an Application Centric Infrastructure

Extensible to all DC & Cloud elements

Cisco Public



Overloaded Network Constructs

ACI directly maps the application
connectivity requirements onto the
network and services fabric

Redirect and Load Balance
Connect|V|ty Application Requirements

IP Address, VLAN, VRF

Application Requirements

IP Addressing

Dynamic provisioning of
connectivity explicitly defined for
the application

Application Specific Connectivity

© 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 82
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Applic at'ib'n Veloci ty AnyWorkI :.Q,ad‘ Anyw here = |

Application Policy &
Service Definition

Policy Mobility &
Visibility

App_|
Tier

APPLICATION

INFRASTRUCTURE

© 2014 Cisco and/or its affiliates. All rights reserved.

DB
Tier

Cisco Public

* Flexibility of software

model / performance
and visibility of
hardware

Enables rapid
application and
services deployment,
move, and tear down

Decouples application
connectivity
requirements from
physical placement



-Common Pollcy I\/Ianagement and Operatlons'-

Fram ework

l\g——g—’%

— COMMON POOL OF RESOURCES

Extensible to All Data Center & Cloud Resources




New Platform - Nexus 9500

8 line card slots

No mid-plane for
L. C-to-FM connectivity

Up to 320 Gbps per slot per fabric
(up to 1.92Tbps for 6 fabric modules)

Redundant
supervisor engines

3 or 6 fabric modules
(behind fan trays)

36 x 40Gbps linerate
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Appllcatlon Centrlc Infrastructure Key

Takeaways -

LAy

3 wieiendl B

| (o]0 Any Application
4 InfrasTructure transforms Any Hypervisor

Data Centers to meet Any Physical Edge
demands of Next- Complete Visibility

Generation Applications

Leveraging the best of:
Open Software
Open Hardware

Merchant + ASIC’s



- Have you liked the session ?

- Do you feel that we just touched the top of
the ice berg?

- Are you looking for opportunity to learn
something new ?

- Would you like to get knowledge that will
help you to successfully pass the assessment
center and get the dreamed job ?

Cisco Public




7. QUIZ




Quiz—Questions #1

What is this ? .. and how it Is related
with LAN networks ?

CCCCCCCCCCCC



What Is the typical switchover
time for VSS cluster ?

A: 0.15 — 0.44 [s]

CCCCCCCCCCCC



What is the default HSRP timeout

A: 10s

CCCCCCCCCCCC



_Quiz-Questions#4

What is the maximum number of
ports managed by single cluster of
Instant access ?

A: 1008 ports

CCCCCCCCCCCC



_Quiz-Questions#5

What Is the maximum power/port
avallable using UPOE standard ?

A: 60W

CCCCCCCCCCCC



What type of basic architecture
principle Catalyst 4k represent ?

A: Centralized architecture

CCCCCCCCCCCC



What is the main difference between
STP and RSTP

A: RSTP is not based on
timers

CCCCCCCCCCCC



What are the main layers of hierarchal
design

A: corel/distribution/access

CCCCCCCCCCCC



Which switch from Nexus portfolio
allows to improve network
management of VM

A: Nexus 1000v

CCCCCCCCCCCC
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